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Past studies of socially desirable self-reports on the items of personality measures have found inconsistent effects of the response bias on the measures’ predictive validities, with some studies reporting small effects and other studies reporting large effects. Using Monte Carlo methods, we evaluated various models of socially desirable responding by systematically adding predetermined amounts of the bias to the simulated personality trait scores of hypothetical test respondents before computing test–criterion validity correlations. Our study generally supported previous findings that have reported relatively minor decrements in criterion prediction, even with personality scores that were massively infused with desirability bias. Furthermore, the response bias failed to reveal itself as a statistical moderator of test validity or as a suppressor of validity. Large differences between some respondents’ obtained test scores and their true trait scores, however, meant that the personality measure’s construct validity would be severely compromised and, more specifically, that estimates of those individuals’ criterion performance would be grossly in error. Our discussion focuses on reasons for the discrepant results reported in the literature pertaining to the effect of socially desirable responding on criterion validity. More important, we explain why the lack of effects of desirability bias on the usual indicators of validity, moderation, and suppression should not be surprising.
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The purpose of this article is to report on the results of a study in which we evaluated the well-known desirability bias often observed in people’s self-reports, commonly referred to as socially desirable responding (SDR). Our particular interest with this bias is its potential effects on the predictive validity of conventional personality assessments. Different opinions have been expressed about the extent to which desirability-biased self-reports present a problem for the measurement of personality (and other) characteristics, with some researchers believing the problem to be trivial and others believing it to be substantial. Our strategy for providing some resolution to this issue was to design a Monte Carlo simulation procedure that allowed us to add predetermined amounts of desirability bias into distributions of personality questionnaire scores and to determine the ensuing effects on the validity of those scores.

The results of our study revealed that whether desirability bias in self-reports has a large or small effect on personality assessment validity depends on the type of validity evaluated. Specifically, applying a correlation-based validity-estimation procedure could lead to the erroneous conclusion that desirability is not a problem, despite the fact that the sample of personality trait scores is severely compromised by distorted responses. Before presenting those results, we review some of the ways in which desirability bias has been conceptualized. We also summarize some past theorizing and data regarding the effects of SDR on test validity.

Conceptualization of Desirability Bias

Self-report measures of personality have long been criticized for their susceptibility to various types of response distortion (Bernreuter, 1933; Edwards, 1957, 1970; Meehl & Hathaway, 1946; Vernon, 1934). The suggested problems stem from the fact that common personality inventories are measures of typical performance (Cronbach, 1960, p. 29), where the scales’ items have no right or wrong answers in any universal sense. Unlike maximal performance measures, such as achievement or aptitude tests, the conventional personality item does not have an inherent correct response. This means that, regardless of which of an item’s response alternatives is endorsed by a respondent, the test administrator generally cannot be certain if that choice is in fact the “correct” one or whether some other response is a better description of the person.

The primary response distortion that has been studied in the personality assessment literature is a motivated and directional misrepresentation by the respondent of his or her characteristics. That distortion is commonly referred to as SDR. SDR has a very simple and straightforward manifestation—the test respondent is
Desirability Bias and Test Validity

Personality assessors have long known about the problem of desirability bias in respondents’ item endorsements and its implications for test validity. Most proposed solutions to the problem have fallen into one of two not mutually exclusive camps (e.g., see Nederhof, 1985). The first involves addressing characteristics of the psychometric instrument itself. The basic idea here is very straightforward—minimize the response bias in the personality measure by using items neutral in desirability, for it is only on highly evaluative items (positive or negative) that a respondent has the opportunity of expressing this bias. This solution to SDR might prove difficult, however, if the trait being measured is inherently desirable (e.g., ambition) or undesirable (e.g., defensiveness). The second strategy for dealing with desirability bias involves addressing the context of the assessment. That notion is to minimize the motivation to engage in SDR by urging people to respond honestly for ethical reasons, for example, or by telling them that the test materials include validity scales that can detect faking (e.g., Montag & Comrey, 1982). The problem with this strategy is that it might not be effective in conditions where the motivation to misrepresent self is exceptionally strong (e.g., job-related assessments).

If someone chooses to endorse the items of a personality measure untruthfully, then, by definition, that undertaking will nega-

1 Some researchers use the term faking synonymously with SDR (e.g., Ziegler & Buehner, 2009). We prefer to reserve the former term for a different type of misrepresentation of attributes, one that is not necessarily desirable in a universal sense. That type of misrepresentation has been called role faking by Kroger (1967; Kroger & Turnbull, 1970). It is where the direction of distortion is determined by the trait content within the personality scale rather than by its desirability, and any relation with general desirability is only incidental. Consider, for example, someone completing personality scales related to nurturance, activity level, and aggression. A person engaging in SDR would conceivably describe self as high in nurturance, neutral in activity level, and low in aggression. Someone faking the role of, say, combat soldier might characterize self as low, high, and high on those same three traits. SDR could be considered a special case of role faking, where the role in question in something akin to “good person.” Furthermore, an average test respondent arguably possesses the ability to engage in SDR successfully by correctly choosing the most desirable item responses in some general sense. Yet the same respondent could easily fail at role faking if the role is unfamiliar to him or her or if it is one about which the person harbors invalid stereotypes.

2 An issue in the personality literature on SDR deserves mention at this point, and it concerns whether there is substance to the response tendency. Some researchers have maintained that desirability is a rightful component of normal personality traits, and as such, eliminating SDR from measures of desirable and undesirable traits is tantamount to eliminating valid trait variance that properly belongs in the scales (McCrae & Costa, 1983). For example, a behavior domain like depression is inherently undesirable, so what would scores on a measure of depression mean if the items were free from any desirability component? Addressing this issue in a satisfactory manner is beyond the scope of this article. We do note, however, that failure to control for SDR in a personality measure means that one can never know whether a respondent’s high (low) score on a desirable (undesirable) scale is due to the person’s level of the trait, his or her general tendency to describe self in desirable terms, or some combination of the two (see also Holden & Passey, 2010).
tively affect the construct validity of the assessment. That is, the person’s estimated standing on the trait based on his or her obtained test score will be too high or too low vis-à-vis his or her true trait level. The question is, how will that response distortion, which is based on SDR and impacts the construct validity of the assessments, manifest itself in the observed psychometric properties of the measuring device? Specifically, to what extent do responses to the items of a personality questionnaire have to be biased in the desirable direction to be detected by the measure’s empirical validity?

Psychological scales are often validated empirically by correlating their scores with some relevant criterion variable. The prediction criterion most often represents an independent measure of the same trait, but it could be a completely different variable entirely. If a personality trait is known to be a determinant of some significant behavior or outcome, then a valid measure of that trait should predict that criterion (Hong & Paunonen, 2009; O’Connor & Paunonen, 2007; Paunonen, 1998, 2003). Such criteria with known, or strongly suspected, personality determinants might include job performance, academic achievement, marital satisfaction, health-risk behaviors, and so on.

At first glance, one might suggest that anything that impacts on a measure’s construct validity, such as SDR, should impact on its criterion (or predictive) validity. Thus, response distortion in a sample of test scores due to SDR should attenuate the ability of the measure to predict a validation criterion. However, consider that if everyone in the sample falsified their responses an equal amount toward the desirable end of the trait scale from their true responses, the addition of the constant to their scale scores would not change the correlation of that scale with the criterion of interest, or with any criterion for that matter. Any problem of desirability bias for criterion prediction, therefore, must materialize when respondents in a sample engage in SDR to varying degrees (Rosse, Stecher, Miller, & Levin, 1998).

Past Research on SDR and Validity

Some researchers have studied the effect of SDR on empirical validity estimation, sometimes arriving at inconsistent conclusions. Part of the problem resides in the fact that one can never know whether and to what extent any one person in a respondent sample has trait scores that are distorted by desirability bias. Because such information is a prerequisite to determining the effects of the bias on the psychometric properties of the measure, it must be inferred. There are two general approaches to inferring the presence of SDR in a sample of test data (but see also Zickar & Drasgow, 1996; Zickar & Robie, 1999; Ziegler & Buehner, 2009). The first is to administer a general desirability scale to respondents along with the personality trait scale of interest. People are assumed to have distorted trait scale scores to the extent that they have high desirability scale scores. This then allows one to determine, for example, whether desirability bias acts as a moderator or suppressor of test–criterion correlations. The second way to infer SDR is to run a study where some of the respondents are instructed (or have a strong incentive) to “fake good” on the test, or to present the best impression possible in their item endorsements. People in that group are assumed to represent greater response distortion than those in a control group who are administered the test under normal “straight-take” instructions (or who do not have any particular incentive to fake good). The test–criterion correlations of the fake-good and straight-take groups (or job applicant and job incumbent groups, for example) can then be compared.

In general, studies that have looked at SDR as estimated by standard desirability scales have found little evidence of deleterious effects of the response bias on predictive validity. Hough, Eaton, Dunnette, Kamp, and McCloy (1990), for example, reported mean correlations between personality trait measures and job-related criteria for soldiers who scored low versus high on a social desirability scale. The differences between the two groups were, on the whole, small. Among the biggest discrepancies observed was that for a self-report measure of work orientation predicting an observer-rated criterion related to effort and leadership, with predictive validities of .25 for soldiers low on the authors’ desirability scale and .20 for soldiers high on desirability (see Hough et al., 1990, Table 7). Hough (1998) reported on three large-sample studies in which incumbents in different occupational sectors were evaluated on personality–job performance correlations before and after eliminating the most egregious 5% of biased test responders, as estimated by an independent desirability scale. In general, the predictor–criterion correlations changed very little with the elimination of the biased protocols, going up slightly in Studies 1 and 3 and down slightly in Study 2.

Barrick and Mount (1996) partialed desirability scale scores from workers’ personality trait scores before correlating the latter with a criterion measure of job performance. Among the biggest effects they found was a decrease in the predictive validity of a conscientiousness measure, going from .27 to .22 when controlling for a self-deception index of desirability bias (see Barrick & Mount, 1996, Table 2). (Note that if response distortion were affecting the validity of a personality assessment in the negative direction, as is normally assumed, it would be acting as a suppressor variable, and controlling its effects should raise the index of predictive validity rather than, as Barrick & Mount, 1996, have reported, lower it.) In a meta-analysis of studies related to personality and job performance, Ones, Viswesvaran, and Reiss (1996) estimated that the criterion-related validity of conscientiousness in predicting overall job performance was about .23 with no control for desirability. Remarkably, according to those authors, that value was still .23 (to two decimal places) when desirability was controlled in the personality measure (see Ones et al., 1996, Table 7). Ones et al. concluded that social desirability acts neither as suppressor, moderator, nor predictor of job-related criteria (see also McGrath et al., 2010).

More recently, Holden (2007, Study 2) reported a linear decrease in personality inventory validity (self–peer correlations) as a function of increasing scores for respondents on Paulhus’s (1991) Balanced Inventory of Desirable Responding Impression Management scale. That decrease, however, was small overall. The mean validity of measures of the Big Five personality factors was .62 at the lowest level of desirability and .50 at the highest level. Furthermore, the bias acted as a statistically significant moderator of validity for only one of the five personality measures (see also Holden, Wheeler, & Marjanovic, 2012). Similar null findings regarding the putative suppressor and moderator properties of desirability scales have been reported elsewhere (e.g.,...
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Studies in which distinct groups or clusters of respondents are strongly expected to vary in their levels of SDR have often led to contrary results compared to those cited above in which standard desirability scales are used to estimate the extent of the bias. Such respondent groups might represent subjects in fake-good versus straight-take experimental conditions or workers in job applicant settings versus job incumbent settings. When experimental participants are instructed to fake good on a personality questionnaire, it is clear that they can do so successfully because their mean trait scores change in predictable directions. In a meta-analysis of such studies, Viswesvaran and Ones (1999, Table 2) reported a range in effect sizes (d) of 0.47 to 0.93 for Big Five factor scales (mean d = 0.72). Other studies have also amply documented the fact that job applicants have personality trait scores that are closer to the desirable ends of the scales than do job incumbents (e.g., Hough, 1998; Paunonen, Lönnqvist, Verkasalo, Leikas, & Nissinen, 2006).

In one such comparison, Rosse et al. (1998, Table 2) reported effect sizes ranging from 0.13 to 1.16 for several Big Five facet scales (mean d = 0.65). The question of interest, of course, is, are the predictive validities of those scale scores different in the different groups?

Two studies clearly reveal the dramatic impact on test validity that can follow from instructions to deliberately fake a personality questionnaire. Holden (2007, Study 3) asked students in a university residence to fake good on an extraversion measure and compared their results with an equivalent group given straight-take instructions. The correlation between the students’ self-ratings and their roommates’ ratings of them dropped from .54 in the straight-take condition to .11 in the fake-good condition. Jackson, Wrobleswski, and Ashton (2000) used a dependability scale to predict self-reported counterproductive work behaviors, the personality scale being completed under a straight-take condition and under a “make a good impression” response set. The correlation of the dependability trait scores with workplace delinquency was −.48 in the straight-take group but only −.18 in the fake-good group (see Jackson et al., 2000, Table 1).

Overview of the Present Study

We sought in this study to provide some resolution to the debate about the extent to which desirability bias in responses to the items of self-report personality (or other) questionnaires affects or moderates the observed correlations of those measures with external criteria (i.e., criterion validity). Our approach was not to estimate or manipulate SDR in the item endorsements of real questionnaire respondents. Instead, we simulated such data with a Monte Carlo procedure that can be summarized in three steps. First, we randomly sampled data from a given population distribution representing respondents’ scores on a bipolar personality trait having relatively desirable and undesirable poles (e.g., honesty–dishonesty) and having a known criterion validity. Next, we added desirability to the trait scores, in varying amounts, by elevating some of the respondents so that they would be closer to the desirable end of the personality dimension. Then, we correlated both the desirability-free and desirability-saturated scores with criterion scores to assess validity. Of interest was the degree to which desirability bias in the simulated personality test scores compromised the ability of that test to predict relevant criteria.

The present Monte Carlo validity comparison study can be construed as simulating an assessment context in which respondents complete a personality questionnaire under two conditions. In one condition, the motivation to respond desirably is low (e.g., anonymous responses), and in the other condition, that motivation is high (e.g., nonanonymous responses). The challenging part of designing such a simulation study was in deciding how to model desirability bias in the latter case. For example, should every respondent in the sample be applied an equal amount of desirability bias, or should some receive more than others? If the latter, which respondents should get more desirability, and which should get less? Our solution to this problem was to evaluate several plausible models of desirability responding.

We should mention at this point that there have been other studies in this area that have used Monte Carlo methods to evaluate SDR effects on criterion validity (Berry & Sackett, 2009; Converse, Peterson, & Griffith, 2009; Komar, Brown, Komar, & Robie, 2008; Marcus, 2006). There are important differences between our study and these other studies, however. First, those other authors selected subsets of respondents from their computergenerated samples, based on the respondents’ ranked (and distorted) trait scores, and evaluated criterion validity for those people only, simulating a personnel selection situation. In contrast, we evaluated validity in the full sample of respondents in the present research. Thus, we were simulating a broader context in which, for instance, the predictive validity of a personality measure is estimated for a general population of respondents. Another important difference is that those other studies evaluated desirable responding under the assumption that everyone in a sample who is faking has the same expected level of SDR. As described below, we evaluated that model too, but more complicated models as well. Finally, in our study, we formally evaluated SDR as a statistical moderator (and, less formally, as a suppressor) of test–criterion correlations, something that has not been done before in a Monte Carlo context.

Method

Data Generation

The first step in our simulation study was to generate two columns of numbers of length n— one column representing n respondents’ personality true scores, X, and the other representing their criterion scores, Y. These columns were constructed by randomly sampling n observations, from two independent populations of N(0, 1) having a given correlation, ρXY, which is the population validity of test X for predicting criterion Y. The X and Y scores were then algebraically transformed to represent values on a 9-point rating scale (1.0–9.0) with a mean of 5.0 and a standard deviation of 2.0. We applied this transformation for the following reasons: (a) The resultant personality measurement scale mimics the well-known stanine scale (Angoff, 1971, p. 519) used by the U.S. military to measure human attributes; (b) our personality test scores are consistent with (averaged) Likert-type rating scale scores (9-point, 7-point, etc.) that are
commonly used in personality assessment; and (c) as shown below, the 9-point scale gave us some basis for choosing the amount of desirability bias we eventually introduced into our simulated personality scores.\(^3\)

**Modeling Strategy**

Having generated our simulated personality test scores \(X\) and criterion scores \(Y\), we correlated those two variables to determine the observed validity of \(X\) in predicting \(Y\). That correlation, \(r_{XY}\), which should approximate the population value we fixed as one of our simulation parameters, \(p_{Xp}\), is the validity of a personality measure that is free of desirability bias. Next, we added a measured amount of desirability \(D\) into the \(X\) scores, creating \(X^*\), and computed the correlation \(r_{X*Y}\), noting any change in the test’s criterion validity. A prerequisite for this procedure, of course, is some model of SDR to be used as the basis for deciding on desirability amounts to use in transforming \(X\) into \(X^*\).

We derived several linear and nonlinear models of desirability responding that were simulated in our study. Because all of them led us to essentially the same conclusions, we present only two linear models in the results that follow. (Other models are reported briefly in the Discussion section.) We start by listing some fundamental assumptions about SDR that guided us in designing our models of desirable responding. We then describe the development of a baseline model, one excluding desirability bias that was used for comparison purposes, followed by the two SDR models.

**Modeling Assumptions**

In developing the models of SDR used as a basis for generating our simulated data, we made some assumptions about how the bias is manifested in personality questionnaire responses. These assumptions are founded on the generally accepted conceptualizations of SDR we outlined in the introduction to this article, conceptualizations that have been adequately supported by empirical data. For the sake of convenience, we present our assumptions below with reference to an arbitrary personality dimension that has a more desirable positive pole and a less desirable negative pole.\(^4\)

**Assumption 1.** SDR is a bias to endorse the most favorable response option available for any particular personality item. This means that it is a systematic bias, in the sense that such item endorsements are generally predictable rather than random (e.g., Edwards, 1957; Jackson & Messick, 1962; Paulhus, 1984).

**Assumption 2.** SDR is an individual-difference variable that represents a continuum, whereby some people will exhibit more of the bias than others. Moreover, the SDR continuum is bipolar, meaning that some respondents can show a bias for choosing the least favorable response option for an item (Edwards, 1970; Marcus, 2006; Winder et al., 1975).

**Assumption 3.** The motive, drive, and opportunity to respond desirably are inversely related to the person’s true standing on the trait (McFarland & Ryan, 2000). This means that people who are low on a desirable trait will be more inclined and able to engage in SDR than those who are high on the trait, in general.

**Assumption 4.** The difference between a person’s obtained score on a desirable measure and his or her true score will generally be less at higher levels of true score. This is because (a) people already high on the positive trait will be less motivated to misrepresent their true standing on the dimension (Assumption 3) and (b) personality trait measures normally have a maximum obtained score, resulting in an operational ceiling on the size of the response bias (see Footnote 3).

**Assumption 5.** A moderate, but nevertheless noteworthy, effect size for SDR is a change in personality scores of 0.5 standard deviation units (Schmitt & Oswald, 2006). A large, if not extreme, effect size is a change of 1.0 standard deviation units (Berry & Sackett, 2009; Viswesvaran & Ones, 1999).

**Baseline Model—No Desirability Bias**

**Simulation of test responses.** For each set of parameters in our simulation (see Procedure section below), we ran reference conditions that did not include desirability bias. We did this by first generating our personality \(X\) and criterion \(Y\) data and evaluating their validity \(r_{XY}\). We then added some random error (but not desirability) to the personality score (resulting in \(X^*\)) and reevaluated criterion validity \(r_{X*Y}\). We call this our Baseline Model, and it is depicted in Figure 1.

Figure 1 is a plot of an example simulated data set (with \(n = 500\) respondents) showing the original 9-point personality scores \(X\) on the abscissa against the transformed personality scores \(X^*\) on the ordinate. The line at 45° represents the starting point for what we call the baseline case. It is the set of points where the error

---

\(^3\) Our algebraic transformation of the generated variables \(X\) and \(Y\) onto the 9-point scale was a linear one, so it in no way affected the results of our validity comparisons. However, we also forced any transformed values that were out of range of the 9-point scale to be within its boundaries (see also Berry & Sackett, 2009; Komar et al., 2008). Thus, numbers less than 1 or greater than 9 were changed to the respective scale endpoints. We decided on this procedure to simulate data that would best characterize real personality assessments, where respondents’ total scores (or mean scores) cannot exceed the numerical limits imposed by the measurement scale. Such data truncation, of course, will generally alter the correlation of the scores with external criteria (i.e., their validity). Yet the proportion of numbers so changed in any data set was invariably small in our study (less than 5% of randomly sampled unit normal \(Z\) scores yielded 9-point scores that were out of range), so the effects of this aspect of our data manipulation on our results were trivial and are not reported.

\(^4\) Throughout our study, we consider higher numbers on the generated 9-point scales to represent more of the desirable end of the bipolar trait continuum (e.g., honest), toward which there is a response bias, with lower numbers representing more of the undesirable end (e.g., dishonest). Reversing the scale, so that higher numbers are less desirable and response distortion is in the negative direction, would be a simple linear transformation and, as such, would in no way affect the results and conclusions we report in this article. Moreover, our choice of the end of the bipolar trait scale toward which there is a motivation to fake (i.e., the desirable pole) is arbitrary as far as our analyses are concerned. This means that our simulation results would apply equally to a fake-bad situation (see Footnote 1) where there is a motivation to respond toward one pole (no matter which pole) of an evaluatively neutral dimension. These different situations would simply require a minor reconceptualization of our assumptions, whereby the term desirable trait would refer to any trait for which there is a motivation to have a high standing instead of a low standing (or vice versa), regardless of the trait’s intrinsic virtues.
component added to the original personality scores equals zero, that is, where \( X^* \) equals \( X \). Doing validity comparisons on a set of data where the modified personality test data \( X^* \) are identical to the original data \( X \) would, of course, be uninformative—the validity coefficients \( r_{XY} \) and \( r_{X^*-Y} \) would be identical. So, to make our baseline simulation more realistic, we added a component of random error \( E \) in creating the modified scores \( X^* \). The random errors we added to our simulated respondents’ scores in our baseline conditions are represented by the points scattered about the line in Figure 1 (see Appendix A). As is apparent, we added the most error to trait scores at the midpoint of the 9-point scale (5), with decreasing error added as those scores approached the scale endpoints (1 or 9). (We also included truncation with transformed values that fell out of range; see Footnote 3.)

**Parallels to real test data.** The data we generated for our Baseline Model can be considered to represent a typical test–retest assessment situation. For example, a situation where (a) respondents complete the same personality inventory twice, (b) any motivation to respond desirably is the same on both occasions, and (c) normal random measurement error causes test scores to differ across assessments. A change in test validity under such cross-validation conditions, specifically when comparing \( r_{XY} \) to \( r_{X^*-Y} \), would then be due to test unreliability rather than to desirability bias, which is why we refer to it as the Baseline Model in this study.

We believe that our decision to add more error to simulated retest scores near the middle of the trait distribution, with less error at the two extremes, is realistic for two reasons. First, it models the finding that respondents at the extremes of a bipolar trait dimension are more consistent in their trait behaviors and in their scores on corresponding trait measures than are respondents in the middle of the dimension (Bem & Allen, 1974; Kenrick & Stringfield, 1980; Paunonen, 1988; Paunonen & Jackson, 1985). Second, less error variation observed at the extremes of the trait continuum conforms to the floor and ceiling effects that would necessarily characterize personality data representing a bounded 9-point scale.

**Model 1—Moderate Desirability Bias**

**Simulation of test responses.** Figure 2 represents the first model of desirability responding that we applied to our simulation data, called Model 1. The graph shows the original personality scores \( (X) \) on the abscissa plotted against the personality scores \( (X^*) \) on the ordinate. As noted with regard to the Baseline Model shown in Figure 1, the reference line at 45° represents the case in which each person’s score with desirability is the same as his or her score without desirability (i.e., \( D = 0 \)). The line above the reference line in Figure 2 shows the model of desirability responding we applied in the case of Model 1. As is apparent, and based on our modeling Assumption 3, more desirability was added to those respondents at lower levels of the trait than at higher levels.

The data points in Figure 2 indicate that, rather than modeling desirability bias by simply adding a constant to each person’s original personality score at any given level of trait \( X \), we added an average amount with some variation (Assumptions 1 and 2). For instance, respondents with an original personality test score of 1 (i.e., \( X = 1 \)) were raised, on average, by 2 points toward the positive (desirable) end of the trait scale (i.e., \( X^* = 3 \)). However, some people were raised more and some less, as indicated by the leftmost scatter of points shown in the figure. As the original personality score \( X \) increased, less desirability was added to each respondent, on average, and the variation in desirability values was smaller (see Appendix B). (As already mentioned in Footnote 3, any transformed values \( X^* \) beyond the 9-point scale maximum were truncated.) Subsequent testing confirmed that this level of desirability bias manipulation corresponded to an effect size of approximately 0.5, which we postulated in Assumption 5 to be of moderate size.

**Parallels to real test data.** Our simulation of desirability bias as depicted in Figure 2 was thought to be a plausible representation of real assessment situations. First, as stated earlier in this section,
it is those who are at the undesirable end of a bipolar trait dimension who are most compelled (consciously or not) to make a good impression and who have the strongest need to engage in ego maintenance (Assumption 3). Hence, lower scores on the test should demonstrate a larger desirability component than should higher scores, on average. Second, SDR is an individual-difference variable (Assumption 2), so not everyone at the same level of trait will engage in the bias to the same degree. It is this diversity that causes the changes in rank ordering of the respondents when comparing their original trait scores X to their transformed trait scores $X^*$ and any commensurate changes to test validity when those scores are correlated with a criterion Y. Third, the decreasing variability in desirability scores as trait level increases and the truncation in the transformed scores at the highest trait levels are consistent with what one would expect in real data on bounded assessment scales (Assumption 4). That is, people already high on a desirable trait do not need to embellish their self-descriptions so much to obtain the most favorable personality score, and in any case, operational constraints mean that numbers greater than the measurement scale’s endpoint (9 in this case) are not possible, no matter how much the respondent might wish to elevate him- or herself on the personality dimension.\footnote{One should not confuse the negative correlation between SDR and trait level, referred to throughout this article, with the positive correlation normally found between a desirability scale and a desirable trait scale. A score on an independent desirability scale indicates a general tendency to engage in SDR, regardless of the characteristic being assessed. In our case, however, a desirability score represents the amount of bias in an observed score on a particular personality trait measure, where less bias is likely to be manifested by someone who is already at the higher trait levels. Thus, someone who is near the ceiling of a (desirable) trait would necessarily have a low index of SDR in this study, but he or she could easily have a high index of SDR on an independent desirability scale.}

**Model 2—High Desirability Bias**

**Simulation of test responses.** We also ran a series of simulations in which, compared to our moderate desirability conditions of Model 1, we added significantly more bias to our personality test scores. Our model of high desirability bias in this case, called Model 2, is represented in Figure 3 (see also Appendix B). As in the previous figures, the graph shows the original personality test scores on the abscissa (X) plotted against the personality scores with desirability $D$ added on the ordinate ($X^*$).

Comparing our moderate desirability Model 1, shown in Figure 2, with our high desirability Model 2, shown in Figure 3, we see a much more dramatic effect of the response bias on the personality scores in the latter case. For example, respondents with true scores of 1 on the trait (i.e., $X = 1$) had, on average, biased scores of 5 on the trait (i.e., $X^* = 5$), an increase of four units on a 9-point scale.

**Parallels to real test data.** Our Model 2 simulations were functionally identical to those of Model 1, described in the previous section, so the same correspondences between the simulation data and real data are presumed to apply. However, in Model 2, much more desirability bias was added to the simulated test scores. Subsequent testing confirmed that our high desirability bias manipulation in Model 2 corresponded to an effect size of approximately 1.0, consistent with Assumption 5. Such a huge change in test scores should seriously compromise the construct validity of any assessment instrument. The question our study sought to answer was, to what extent would that change compromise criterion validity compared to Model 1 and, especially, to the Baseline Model?

**Procedure**

Using IMSL (1987) routine RNMVN, we randomly sampled $n$ personality true scores X and n criterion scores Y from independent populations having a predetermined correlation $r_{XY}$ (i.e., criterion validity). We decided on three sample sizes for our evaluations, representing small, medium, and large validation studies: $n = 90$, 180, and 270. We also decided on three personality–criterion correlations representing small, medium, and large levels of criterion validity for the personality measure in the population: $r_{XY} = .20$, .40, and .60.\footnote{We calculated the power to detect significant validities for each of our simulation conditions (Cohen, 1992). With three exceptions, power was estimated to be .99 or greater (at $\alpha = .05$, one-tailed). The exceptions were those involving the smallest population validity of $r_{XY} = .20$, where power was computed as $.95$ for $n = 270$, .86 for $n = 180$, and .64 for $n = 90$.} This latter range of values might represent, for example, the estimated validity of conscientiousness in predicting job performance ($r_{XY} = .23$; Ones et al., 1996) to the observed validity of self-reports against peer reports on Big Five personality measures ($r_{XY} = .62$; Holden, 2007).

After generating X and Y columns of scores and correlating them to determine the observed validity of the personality true scores in the sample ($r_{XY}$), an amount of desirability bias D (according to Model 1 or Model 2) or just random error E (according to the Baseline Model) was added to the trait scores X. The validity of the modified $X^*$ scores ($r_{X^*Y}$) was then determined and compared with the validity of the original X scores ($r_{XY}$). This procedure of generating $X^*$, $Y$, and $X^*$ variables and computing validity coefficients was repeated 5,000 times for each simulation condition.

![Figure 3. Example data set showing 500 respondents’ simulated personality scores before (X) and after (X*) adding high desirability bias (Model 2).](image-url)
Results

We present the results of our Baseline Model simulations first, in which we estimate the effects of random error on a personality test’s coefficient of criterion validity. We then describe the effects on validity of adding moderate amounts of desirability bias to the simulated personality test scores, followed by the results of adding high amounts of desirability bias. This is followed by an evaluation of the effects on validity due to desirability bias relative to the effects due to random error.

Baseline Model: Effect of Random Error on Criterion Validity

Table 1 shows the results of our analysis of the Baseline Model conditions, where personality test validity was determined before and after adding random error (vs. systematic error associated with desirability bias) to the simulated personality test scores. First, note that the Monte Carlo data-generation procedure did an excellent job in every case of producing personality test scores (X) and criterion scores (Y) that approximated the value \( r_{XY} \) fixed for the theoretical population validity. As seen in the upper half of the table, for the \( r_{XY} \) values of .20, .40, and .60, the generated data produced \( r_{XY} \) values of .199, .395, and .594, respectively, averaged over the different sample-size conditions. The slight underestimates in the observed validities (mean difference = .004) are probably due to the truncations we applied to a small number of extreme values in the generated data to fit them within the boundaries of the 9-point rating scale (see Footnote 3).

What happened to the \( r_{XY} \) validity correlations we reported in the paragraph above when random errors were added to the personality test scores X, producing X*? The relevant \( r_{X*Y} \) correlations are shown in the lower half of Table 1. Inspection of those correlations indicates that the amount of error we added to the personality scores did not much change test validity in any of the conditions. The average decrease over all conditions is only about .022. Note, however, that the two parameters we manipulated in our Monte Carlo design seemed to have different (albeit minor) effects. Averaged over the three population validity conditions \( p_{XY} \), the validity decrease observed as a function of \( n \) was essentially constant, being about .022 for all three sample sizes. For the individual \( p_{XY} \) conditions, however, the effect of random error on observed validity was greater to the extent that the population validity was large—the decreases, averaged over the three sample-size conditions, for \( p_{XY} = .20, .40, \) and .60 were .011, .022, and .033, respectively. (As percentages, these values were about the same, corresponding to decreases in validity of 5.53%, 5.57%, and 5.56%, respectively.)

Model 1: Effect of Moderate Desirability Bias on Criterion Validity

The results of our Model 1 simulations, in which we added a moderate amount of desirability (effect size \( d = 0.5 \)) to the personality test scores (see Figure 2), are shown in Table 2. The top half of the table lists the observed test validities \( r_{XY} \) when no bias (or additional error of any kind) was added to the scores and, as such, should replicate the values already reported in the top half of Table 1. As we expected from those earlier results, these \( r_{XY} \) validities turned out to be very close to the population \( p_{XY} \) values, testifying to the accuracy of the data-generation algorithm. The numbers are also very close to those of the independent runs already reported in the top half of Table 1, testifying to the algorithm’s reliability.

The bottom half of Table 2 lists our validity results when the simulated personality test scores were infused with a moderate amount of desirability bias. The inclusion of that systematic bias caused the validities of the transformed scores (\( r_{X*Y} \)) to be lower in each condition than the corresponding validities of the original scores without the bias (\( r_{XY} \)). However, the validity decrements were small, in general, being only .027 on average. There was a complete lack of effect for sample size, where the validity decrement due to desirability bias was .027 at each of the three levels of \( n \). The population validity of the test, however, showed some effect, with more validity decrements occurring at the higher values of that parameter—for \( p_{XY} = .20, .40, \) and .60, the respective decreases in validity were .013, .026, and .040.

Model 2: Effect of High Desirability Bias on Criterion Validity

Our next set of analyses were based on Model 2, where we added a substantial amount of desirability bias (effect size \( d = 1.0 \)) to our personality test scores (see Figure 3). The results of those analyses are shown in Table 3. Compared to the moderate desirability simulation results shown in Table 2, adding more desirability bias to the data had more (negative) effect on the observed validity. Nevertheless, considering the relatively large level of desirability bias added in the Model 2 conditions, the drop in validity was not particularly striking overall. The simulated test’s average \( r_{XY} \) validity of .395 across all nine conditions with no desirability bias (upper half of Table 3) dropped to an average \( r_{X*Y} \) validity of .343 with high desirability bias (lower half of Table 3).

As already seen with the results of Model 1 (see Table 2), sample size \( (n) \) had absolutely no effect on the magnitude of the decreases in validity due to the inclusion of desirability in the test scores in Model 2. In the present high desirability context, the mean decrement across the population validity conditions was .052

### Table 1

<table>
<thead>
<tr>
<th>( n )</th>
<th>( .20 )</th>
<th>( .40 )</th>
<th>( .60 )</th>
<th>( M )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Before adding error</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>.200</td>
<td>.394</td>
<td>.593</td>
<td>.396</td>
</tr>
<tr>
<td>180</td>
<td>.200</td>
<td>.396</td>
<td>.594</td>
<td>.397</td>
</tr>
<tr>
<td>270</td>
<td>.197</td>
<td>.395</td>
<td>.595</td>
<td>.396</td>
</tr>
<tr>
<td>( M )</td>
<td>.199</td>
<td>.395</td>
<td>.594</td>
<td>.396</td>
</tr>
</tbody>
</table>

| **After adding random error** | | | | |
| 90 | .189 | .372 | .560 | .374 |
| 180 | .189 | .374 | .561 | .375 |
| 270 | .187 | .372 | .562 | .374 |
| \( M \) | .188 | .373 | .561 | .374 |

*Note.* Each mean is based on 5,000 simulated data sets.
for each of the three sample sizes \( n /H1100590, 180, \) and 270). However, as also noticed with the previous results, the validity of the test in the population \( r_{XY} \) did have some effect on validity decreases in these data. For \( r_{XY} \) of .20, .40, and .60, the decreases in validity due to the introduction of high desirability bias into the test scores were .027, .052, and .080, respectively. However, even the largest validity decrease in these analyses, from .594 to .514 \( (r_{XY} = .60, \) averaged over sample-size conditions), probably would not be large enough to alter one’s conclusions about a test’s criterion predictiveness.

Desirability Effects Relative to Random Error

In the two preceding sections, we calculated each decrease in test validity by comparing criterion prediction before and after adding desirability bias to the test scores, that is, as the difference between \( r_{XY} \) and \( r_{XY}^* \). However, one would normally expect some amount of shrinkage in predictive validity in going from a derivation sample to a cross-validation sample even without desirability bias as a component of the latter set of test scores. We therefore decided to calculate the decreases in validity due to desirability bias, represented in Tables 2 and 3, relative to the decreases due to random error, represented in Table 1.

We recomputed the validity decrease in each desirability condition relative to the corresponding baseline condition by subtracting the latter from the former. These adjusted values, which are slightly smaller than their unadjusted counterparts, are summarized in Figure 4. The upper panel of the figure shows the mean validity decreases as a function of sample size \( n \), averaged across the test’s population validity. Those values reveal that the validity decreases in our simulation conditions (a) were roughly the same regardless of sample size, (b) were noticeably greater for our high desirability conditions of Model 2 than for the moderate desirability conditions of Model 1, but (c) were nonetheless not large in an absolute sense. With regard to the last point, the mean decrease across all conditions was only \( .018 \).

The lower panel of Figure 4 illustrates the average amount (over sample size) by which validity decreased when adding desirability bias to the test scores as a function of population test validity \( r_{XY} \).

Table 2

<table>
<thead>
<tr>
<th>( n )</th>
<th>( r_{XY} )</th>
<th>( r_{XY}^* )</th>
<th>( M )</th>
</tr>
</thead>
<tbody>
<tr>
<td>90</td>
<td>.196</td>
<td>.392</td>
<td>.595</td>
</tr>
<tr>
<td>180</td>
<td>.198</td>
<td>.396</td>
<td>.594</td>
</tr>
<tr>
<td>270</td>
<td>.197</td>
<td>.396</td>
<td>.596</td>
</tr>
<tr>
<td>( M )</td>
<td>.197</td>
<td>.395</td>
<td>.595</td>
</tr>
</tbody>
</table>

Note. Each mean is based on 5,000 simulated data sets.

Table 3

<table>
<thead>
<tr>
<th>( n )</th>
<th>( r_{XY} )</th>
<th>( r_{XY}^* )</th>
<th>( M )</th>
</tr>
</thead>
<tbody>
<tr>
<td>90</td>
<td>.184</td>
<td>.366</td>
<td>.554</td>
</tr>
<tr>
<td>180</td>
<td>.185</td>
<td>.370</td>
<td>.554</td>
</tr>
<tr>
<td>270</td>
<td>.184</td>
<td>.370</td>
<td>.556</td>
</tr>
<tr>
<td>( M )</td>
<td>.184</td>
<td>.369</td>
<td>.555</td>
</tr>
</tbody>
</table>

Note. Each value is based on 5,000 simulated data sets.
relative to the decrease expected from the addition of simple random error. It is clear that validity decreases became more pronounced, in almost a linear fashion, with increases in population validity. Furthermore, as expected, the biggest effects occurred with Model 2, where the amount of desirability bias added to the test scores was substantially more than that added in the case of Model 1 (i.e., effect size $d = 1.0$ vs. 0.5). Despite these effects, the mean decrease in validity even in the worst case scenario was not large in practical terms, amounting to about .047 for Model 2 when $p_{XY} = .60$.

### Moderating Effect of Desirability on Criterion Validity

SDR has been proposed to moderate the relations between personality measures and relevant criteria. The direction of that effect, of course, is that the criterion validity of a personality measure is low to the extent that SDR is high, which seems to be a reasonable hypothesis. Such moderator effects can be tested in two ways. First, one can divide a respondent sample into two or more subgroups based on, say, a median or tertile split on the putative moderator variable, SDR in this case. Validity coefficients are then computed for each subgroup and compared. The expectation here is that validity (i.e., personality–criterion correlation) will be higher for the groups that are lower in SDR (e.g., see Holden, 2007, Study 2).

A better way to evaluate moderator effects is to use moderated multiple regression (Paunonen & Jackson, 1985), whereby criterion scores are predicted in a regression equation by the personality predictor, the moderator, and a personality by moderator product term. The product term carries the interaction of, in the present case, personality by SDR in their effects on the criterion (Cohen, 1978), and that term can be tested for statistical significance. The advantage of this multivariate approach to evaluating moderator effects over the subgroups analysis described in the previous paragraph is that the moderator variable is rightfully considered a continuous variable with the former method. Also, all subjects’ data are included in the evaluation of moderator effects with the regression approach (rather than subsets of data), resulting in greater power for the relevant statistical tests. The empirical Type I error rate of moderated multiple regression analysis has been evaluated in a Monte Carlo study and found to be close to the corresponding nominal rate at $\alpha = .05$ (Paunonen & Jackson, 1988).

We applied the technique of moderated multiple regression to each of the desirability-added simulations reported in the present study. Specifically, we evaluated SDR as a moderator of the relations between our respondents’ personality scores and their criterion scores. The corresponding results are shown in Table 4. As is evident from that table, essentially null moderator effects were found when we added moderate desirability to the personality scores (see the top half of Table 4). The number of significant moderator effects for SDR in those simulations approximated the number expected by chance under the null hypothesis. The average number of moderator effects was 4.7% at $\alpha = .05$ (range = 4.1% to 5.3%) and 0.9% at $\alpha = .01$ (range = 0.6% to 1.1%). Surprisingly, the story was still the same when we added high desirability to the personality scores (see the bottom half of Table 4). The number of significant moderator effects averaged 4.5% at $\alpha = .05$ (range = 3.0% to 5.1%) and 0.8% (range = 0.5% to 1.1%) at $\alpha = .01$.

<table>
<thead>
<tr>
<th>$p_{XY}$</th>
<th>.20</th>
<th>.40</th>
<th>.60</th>
<th>$M$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model 1—Moderate desirability</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>.047/0.08</td>
<td>.049/0.09</td>
<td>.042/0.07</td>
<td>.046/0.08</td>
</tr>
<tr>
<td>180</td>
<td>.053/0.11</td>
<td>.047/0.08</td>
<td>.046/0.08</td>
<td>.049/0.09</td>
</tr>
<tr>
<td>270</td>
<td>.048/0.10</td>
<td>.047/0.09</td>
<td>.041/0.06</td>
<td>.045/0.08</td>
</tr>
<tr>
<td>$M$</td>
<td>.049/0.10</td>
<td>.048/0.09</td>
<td>.043/0.07</td>
<td>.047/0.09</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$p_{XY}$</th>
<th>.20</th>
<th>.40</th>
<th>.60</th>
<th>$M$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model 2—High desirability</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>.049/0.10</td>
<td>.050/0.11</td>
<td>.042/0.06</td>
<td>.047/0.09</td>
</tr>
<tr>
<td>180</td>
<td>.048/0.11</td>
<td>.050/0.07</td>
<td>.039/0.06</td>
<td>.046/0.08</td>
</tr>
<tr>
<td>270</td>
<td>.051/0.10</td>
<td>.042/0.08</td>
<td>.030/0.05</td>
<td>.041/0.08</td>
</tr>
<tr>
<td>$M$</td>
<td>.050/0.10</td>
<td>.047/0.09</td>
<td>.037/0.06</td>
<td>.045/0.08</td>
</tr>
</tbody>
</table>

**Note.** Each value is based on 5,000 simulated data sets.

### Discussion

In this study, we simulated SDR to the items of a personality inventory by adding specified amounts of desirability bias to the computer-generated scores of hypothetical test respondents. We then computed the validity of the personality scores both with and without contamination by the bias. In comparing those validities, one finding became salient. Despite large components of desirability bias in some scores, the response distortion might not be obvious in the changes it produces in the measure’s ability to predict relevant criteria. Consider our worst case scenario, where even those conditions might suggest that little is amiss with the personality measure. Referring back to Tables 1–3, one might expect (in round numbers) a test with an observed criterion validity of roughly .60 to produce a cross-validated coefficient of about .56 with no desirability bias in the test’s scores (see Table 1), .55 with moderate desirability bias in the test’s scores (see Table 2), or .51 under conditions of extreme social desirability responding (see Table 3).

Our results are consistent with other studies that have found relatively minor effects of SDR and corrections for SDR (Hough, 1998) on coefficients of empirical validity. Unlike some researchers, however, we do not automatically conclude that desirability bias is therefore not an issue for personality inventories or other measures of typical performance (e.g., Ones et al., 1996). We reiterate that response distortion due to SDR can profoundly compromise the construct validity of the assessment because the obtained scores for some of our respondents on the simulated measure departed substantially from their true scores. In Figure 3, for example, SDR caused dramatic changes in certain scores, amounting to as much as 5.7 points on a 9-point measurement scale. This reminds us of Ben-Porath and Waller’s (1992) distinction between scale validity and protocol validity. The latter term refers to the trustworthiness of a particular person’s test protocol, or scale scores. As those authors have observed in a clinical assessment context,
particular construct, but does not change the fact that the same scale may provide invalid information for any given client. (Ben-Porath & Waller, 1992, p. 16)

Notice the problem that can arise in the present context for expectations about criterion performance for different individuals. If that criterion were, say, worker productivity, one could make serious misidentifications of employees who are expected to do well at their jobs (see also Hough, 1998; Marcus, 2006; Rosse et al., 1998). To illustrate, the leftmost column of data points in Figure 3 reveals a respondent with a true trait score of 1.0 who received an obtained score of almost 7.0 by virtue of endorsing the most socially desirable response options for the test items. Furthermore, the high positive correlation observed between the trait and the criterion (r_{XY} = .54 for those data) implies that high scorers on the personality measure should be more productive, statistically speaking, than low scorers. Yet the respondent in question only apparently belongs to the high trait and high productivity group. That person, in fact, is at the lowest level of trait and so should engender the lowest level of expected performance. (We ignore for the purposes of this argument those situations in which high SDR might be associated with better job performance; see Hogan, Hogan, & Roberts, 1996.) We do acknowledge that, at the level of the group, mean performance of workers might not be substantially impacted by retaining some individuals who are high in SDR, as demonstrated in a simulation study by Schmitt and Oswald (2006). Nevertheless, even one grossly invalid test protocol could have nontrivial consequences in some work settings.

We might ask at this point, why the meager effect of SDR on criterion validity coefficients, despite large changes to some people’s test scores due to the response bias? Perhaps, as some have noted, certain statistical methods simply do not adequately reflect the degree or type of response distortion represented by SDR. Rosse et al. (1998), for example, concluded that “correlational analysis may be insensitive to changes in the rank ordering” of respondents due to the bias (p. 636). Alliger and Dwight (2000) stated that “the overall criterion-related validity coefficient is not an appropriate index of the effect of faking” (p. 61). We address this issue of test score changes and predictor–criterion correlations in a later section, when we discuss the lack of moderator effects we found for SDR on test validity.

**Other Models of SDR**

In the introduction to this article, we stated that we evaluated models of SDR other than those we presented formally in our Method and Results sections. We now describe some of those models briefly. We remark at this point that we found, again, surprisingly small effects on predictive validity even after adding to our simulated personality scores what we consider to be large components of response bias.

Figure 5 shows four additional models of SDR that we evaluated with simulated data. Those models are, perhaps, more appropriately viewed as two distinct models, having distinct assumptions, and each represented by two levels of added bias. Consider first the model represented in the top two panels of Figure 5 (see also Appendix B). Our Assumption 3, as outlined in the Method section, has been somewhat modified here. That original assumption, which might be questioned by some, was that there is a negative relation between trait level and SDR. Our revised assumption represents essentially a constant drive to respond desirably across the trait continuum. The top two panels of Figure 5 depict two levels of this drive factored into the personality scores X (with the upper boundary of the 9-point scale causing a necessary ceiling effect in the resultant scores X').

When we ran the simulations illustrated in the top two panels of Figure 5, we found the following results. (Because sample size had basically no effect on any of our supplementary results, as was the case with our main analyses, we do not report them.) With the smaller amounts of desirability bias (see the top-left panel of Figure 5), the mean decrease in criterion validity averaged over all the simulated conditions was .03. As with our primary analyses, there was some effect of population validity on the observed validity decrease, with mean decrements of .02, .03, and .05 at r_{XY} = .20, .40, and .60, respectively. When we added more desirability to the simulated personality data (see the top-right panel of Figure 5), the decremental effects were larger overall, but not by much—the mean decrease was .08, with individual values of .04, .08, and .11 at r_{XY} = .20, .40, and .60, respectively.

In the two bottom panels of Figure 5, we illustrate another SDR model we simulated in our study, having its own variation on Assumption 3 (see the Method section). Here, we simulated a situation where people with low levels of the trait X respond desirably to the test items. That desirability bias, however, decreases as trait level increases up to a point where the bias reaches zero and actually becomes negative (recall Assumption 2). Our simulation here (see Appendix B) is meant to represent a scenario where respondents who are at high levels of a (desirable) trait are somewhat modest in describing themselves (e.g., Tice, Butler, Muraven, & Stillwell, 1995) and, thus, tend to choose the less-than-desirable options for some test items.

Our simulations of SDR that included the presence of some respondents with a modesty bias produced results largely consistent with the results of our other analyses. When adding relatively small amounts of SDR and small amounts of modesty to the data (see the bottom-left panel of Figure 5), the overall mean decrease in predictive validity was .03. A slight effect was observed again for population validity, with decreases of .02, .03, and .05 for r_{XY} = .20, .40, and .60, respectively. Adding more bias to the personality scores (see the bottom-right panel of Figure 5), of course, exacerbated the decrements in predictive validity, with an overall decrease in validity of .11. The mean decreases for the individual levels of criterion validity in the population were .05, .11, and .16 at r_{XY} = .20, .40, and .60, respectively. As a group, these were the largest validity decreases we recorded for the many simulations of SDR we conducted in this study.

In summary, the supplementary models of bias we evaluated in this section showed decreases in predictive validity that became noticeably large only after substantial misrepresentation by respondents to items of the simulated personality trait measure (as depicted in the bottom-right panel of Figure 5). We add that these decrements in predictive validity are probably somewhat overestimated because they have not been corrected for the shrinkage one would expect following normal cross-validation.
SDR as a Moderator of Test Validity

The notion has been expressed that SDR functions as a moderator variable affecting coefficients of predictive validity. The idea is that the correlation between a personality predictor and a criterion would be expected to be moderated by SDR, such that the correlation is lower when SDR is higher. As recently revealed in a meta-analysis by McGrath et al. (2010), however, empirical evaluations have shown very little support for a general validity-moderating effect for the desirability response bias (see also Ones et al., 1996). Our moderated multiple regression results shown in Table 4 concur with that negative finding.

Consistent null moderator effects. Although we did find some examples of desirability moderating the correlations between our personality predictors and their respective criteria, the rates of moderator effects in our data did not exceed those expected to arise by chance alone under the null hypothesis (i.e., no moderator effects in the population). The proportion of significant moderator effects was roughly 5% at $\alpha = .05$ and 1% at $\alpha = .01$, regardless of the number of test respondents in the sample (90, 180, or 270), the population validity of the test (.20, .40, or .60), or the amount of desirability we added to our personality scores (moderate or high). We add that the dearth of moderator effects for SDR characterized even our supplementary analyses illustrated in Figure 5, in which we changed some of the assumptions about desirability responding. When rounded to one decimal place, the mean numbers of moderator effects found for each of the four SDR models represented in that figure were identical: 4.5% at $\alpha = .05$ and 0.8% at $\alpha = .01$.

It appears that SDR biases as variously modeled in this study will generally not be detected with regression-based moderator analyses, which agrees with most other researchers’ evaluations of the response bias as a moderator of test validity (see Ones et al., 1996). Furthermore, this observation generalized to subgroups analyses of moderator effects. As just one example, consider our high desirability Model 2. We reran that model with $N = 180$ respondents and at $p_{XY} = .60$ and examined the personality–criterion correlations ($r_{x,y}$) at nine distinct levels of SDR (the 180 respondents were ranked on their SDR scores and split into nine groups of 20). Those mean validity correlations, each averaged over 5,000 runs, were 0.32, 0.30, 0.31, 0.32, 0.34, 0.34, 0.35, 0.34, and 0.30, across desirability groups 1 through 9, respectively. This invariance in subgroup validities

Figure 5. Example data sets for four supplementary models each showing 500 respondents’ simulated personality scores before (X) and after (X*) adding desirability bias (see text).
across the distinct levels of SDR confirms a lack of moderating effect for that variable in these data.

The absence of moderator effects in our simulated test scores, whether evaluated using moderated multiple regression analysis or subgroups analysis, might seem to be curious at first glance. Should not the groups who are low on a desirable trait and therefore high on SDR produce lower coefficients of test validity compared to those who are higher on the trait and engage in less SDR? Should not this effect be systematic, such that increasing trait scores are associated with decreasing response bias, which is then manifested as increasing trait-criterion validity (i.e., a moderator effect)? Does the lack of moderator effects in our data point to a problem with, perhaps, the application of the correlation coefficient in this context, as suggested by some (e.g., Rosse et al., 1998)?

**Reason for null moderator effects.** Careful deliberation about our simulation data suggests that the null moderator results we report might not, in fact, be unexpected. Let us consider Figure 3 again, which graphically depicts the effects of adding substantial desirability bias to the trait scores of 500 simulated test respondents. Compare those people lower in SDR, who are mostly higher on the trait and toward the right side of the scatterplot, with those people higher in SDR, who are mostly lower on the trait and toward the left side of the scatterplot. In looking at the original versus transformed test scores in the figure, one might suppose that the low SDR group on the right, but not the high SDR group on the left, would show roughly the same validity regardless of whether it is computed on the original trait scores without desirability bias (X) or the transformed trait scores that include the bias (X*). We evaluated this conjecture by dividing those 500 respondents into nine roughly equal subsamples by level of SDR. The lowest SDR group had a validity of .34 for the original test scores X and a slightly weakened validity of .30 for the modified test scores X*. For the highest desirability group, the corresponding test validities were .37 for the test scores without the bias and .33 for the test scores with the bias, essentially the same level of degradation we saw in the lowest desirability subgroup. Similar minor differences in validities were found across most of the other desirability subgroups. (For the nine SDR groups, ranging from low to high, the respective X and X* validities were .34, .30, .29, .30, .37, .37, .19, .17, .46, .46, .24, .24, .40, .36, .42, .45, and .37, .33. Moreover, a moderated multiple regression analysis on the data of Figure 3 showed positively no SDR moderator effect, t = −0.109, p > .90.)

Is the near total absence of moderator effects in our data (and in other SDR data) surprising? We think not, with the following explanation. We have seen that adding individual differences in desirability bias to our simulated respondents’ test scores changed their rank ordering somewhat on the personality measure overall (i.e., comparing their scores on X to X*), causing some small drop in criterion correlation (i.e., comparing rXY to rX*Y) when computed across the entire respondent sample, as illustrated in Tables 2 and 3. Yet, in the preceding paragraph, we have also seen that this effect of our data transformations on changes in ranks of the simulated respondents’ personality scores was essentially uniform across the SDR continuum. Put another way, there was nothing in our data transformations that would be expected to differentially and systematically change the ranks of the simulated respondents’ personality scores according to their levels of desirability responding, which is the hallmark of the SDR moderator effect in question.

To simulate individual differences in desirability responding, where respondents at the same level of trait demonstrated different levels of SDR, we included some randomness in transforming our test scores from X to X* (see Appendix B). It was that aspect of our simulation that caused the decreases in test validities following the introduction of SDR into the personality data (see Tables 2 and 3). However, although the simulated individual differences in SDR produced changes in rank ordering of respondents on X versus X*, with commensurate changes in the validity correlations rXY versus rX*Y, that effect was constant across the different levels of desirability, as confirmed by our subgroups analysis described above. In fact, there is no a priori reason to expect that this random aspect of our data transformation should introduce any moderator effects into our personality–criterion scores.7 (For a demonstration of how pure random responding on personality test items can generate significant moderator effects in validation studies, see Holden et al., 2012.)

Our analysis here suggests that that no moderator effects of SDR on test validity should be expected in our simulation data, where in fact none was found. Note that these results conform to much of the published literature on SDR, in which moderator effects in real-world personality data are also typically not found. We interpret this consistency in findings as further support for our belief that the manner in which we simulated SDR in this study is true to life. We add here that such a lack of statistical effects does not indicate a problem with the correlation coefficient as an index of test validity or moderation. The product–moment correlation is based on differences in the rank ordering of respondents on two variables and will summarize such differences when they occur. However, in agreement with Alliger and Dwight (2000), we believe that the statistic is seriously wanting as a summary of faking and protocol validity in a group of test respondents.

**SDR as a Suppressor of Test Validity**

It has been claimed that SDR can act as a suppressor variable in personality assessment contexts such as those we have simulated in this study. That is, the response bias represents error variance that has the effect of lowering or suppressing the validity of the personality measure in predicting the criterion of interest. Yet the recent meta-analysis by McGrath et al. (2010) of published empirical studies did not support the validity-suppressing influence of the desirability response bias in general (see also Borkenau & Ostendorf, 1992; Ones et al., 1996). As we demonstrate below, however, data from the present study suggest that SDR suppressor effects in personality scores of the type we have simulated can probably be dismissed a priori.

---

7 We did, of course, differentially and systematically vary the desirability bias added to our simulated test scores in two ways (see equations in Appendix B). First, smaller desirability components, on average, were added as test scores increased. Second, the variability of those desirability components decreased as test scores increased. Neither of these two aspects of our data-generation procedures would be expected to have any differential effect on the rank ordering of respondents when comparing their test scores without desirability bias (X) to their test scores with desirability bias (X*). Therefore, these (linear) transformations, by themselves, will neither alter overall test validity (i.e., comparing rXY to rX*Y) nor alter conditional test validity (i.e., validity as a function of some putative moderator variable such as desirability).
A suppressor variable has three notable properties: It is correlated with the predictor, it is not correlated with the criterion, yet it (somewhat paradoxically) enhances criterion prediction. Despite the zero criterion correlation, a suppressor variable is able to increment prediction by controlling for unwanted criterion-irrelevant variance in the primary (personality) predictor (Wiggins, 1973, p. 31). One way to evaluate a putative suppressor variable is to use it as a covariate in a partial correlation analysis. One simply computes the partial (or part) correlation between predictor and criterion after removing the effects of the variable in question (e.g., see McCrae & Costa, 1983). If the covariate is acting as a suppressor, the partial correlation will be larger in size than the original unpartialed value. (Suppressor effects can also be evaluated using multiple regression analysis; see Wiggins, 1973, p. 32.)

From a rational point of view, it seems reasonable to expect that a source of error variance such as SDR should serve to lower the criterion validity of a personality measure. This means that statistically controlling for its effects should yield higher coefficients of validity. From an equally rational point of view, however, SDR should generally fail as a suppressor. The reason is that the response bias will very likely lack one important characteristic of suppressor variables—zero criterion correlation.

To demonstrate our point here, consider once more the example of 500 simulated respondents’ personality scores shown in Figure 3. As stated earlier, the correlation of the criterion scores with the personality scores containing SDR is .54 in that group of respondents (for $r_{xy} = .60$). Not mentioned, however, was the correlation of the personality scores with the SDR scores, which is $-.50$ for those data. Notice that these two correlations, the criterion–personality correlation of .54 and the personality–SDR correlation of $-.50$, considered together, suggest that there should also be some (negative) criterion–SDR correlation in this triumvirate. Indeed, this was the case. As illustrated in Figure 6, the correlation between the criterion and SDR is $-.58$ for the 500 respondents.

The nonzero correlation of $-.58$ between the criterion and SDR in Figure 6 means that SDR cannot function as a statistical suppressor of the personality–criterion relation, by definition. Therefore, SDR cannot improve the predictor–criterion correlation if statistically controlled. To verify our claim, the predictor–criterion correlation for those data is .54 with SDR in the personality scores, but it is .36 when SDR is partialed from the predictor and the criterion (or .29 if partialed from the predictor alone). The .18 drop in correlation after partialed SDR precludes any validity-suppressing function for that variable in this data set. We found similar decreases in correlations, rather than increases, after partialed SDR in our other simulation conditions as well.

Our conclusion here is that suppressor variables are unlikely to be found in assessment contexts like those we have modeled in this study because of the likely pattern of correlations that will characterize the relevant variables. (a) People who are low on the (desirable) trait will generally have higher components of SDR in their personality scores, causing a negative correlation between SDR and the personality predictor. (b) Those same people are likely to be low on the criterion, assuming a positive validity for the personality measure predicting that criterion. (c) This scenario implies a negative correlation between SDR and the criterion. (d) That nonzero correlation then precludes any suppressor effect for SDR on the personality–criterion correlation. In such situations, statistically removing the effects of SDR from the predictor and the criterion will lower the coefficient of validity rather than raise it, which is exactly what we found in our simulation data.

**Conclusions**

Our results indicate that SDR’s effects on personality test validity can be elusive. Following normal respondent-sampling procedures, only under the most extreme and unusual levels of distorted self-reports will the observed criterion validity of a personality measure be dramatically affected by SDR. Moreover, SDR will normally fail to show itself statistically as either a moderator of test validity or a suppressor of test validity. A careful review of relevant behavioral and methodological processes, however, led us to what some might consider a surprising assertion—that SDR’s relative lack of effects on typical coefficients of validity, moderation, and suppression should not be unexpected. We reasoned this from the way in which the response bias is likely to operate to change a person’s test scores, as we simulated in this study, and the way in which such changes in test scores can influence relevant validity statistics, as we observed in our analyses.

Our results and conclusions concerning the largely null effects of SDR on validity coefficients are at variance with those of some (but not all) researchers. A point that is relevant to explaining some of those discrepancies concerns the accuracy of one’s indicator of SDR. In this study, we knew exactly the amount of desirability in any respondent’s personality score because that was a variable we manipulated experimentally and individually. In many other studies of the response bias, however, SDR is inferred from an independent measure of desirability, one that might be only remotely related to respondents’ levels of misrepresentation on a separate personality measure (see Footnote 5). It would be easy to imagine such a detached measure of bias having statistical properties different than those we simulated in our assessments, leading to different conclusions about SDR’s effects on test validity.
Despite the trivial effects we and others have reported for SDR on criterion prediction, it is important to remember that how well personality test scores are able to predict criterion scores is only one aspect of a test’s validity. Another, more critical aspect is the accuracy of the obtained scores vis-à-vis respondents’ true scores on the trait, which is the essence of construct validity (Messick, 1989). Perhaps a personality measure replete with desirability response bias can still function as an effective predictor of a relevant criterion. Nevertheless, the distorted scores on such a measure can seriously misrepresent some respondents’ trait levels, leading to erroneous expectations about individual levels of criterion performance. This is a strong argument for minimizing desirability bias in personality inventories and other typical performance measures.
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(Appendices follow)
Appendix A

Equations Underlying the Baseline Model Illustrated in Figure 1

All simulated personality trait scores for respondents ranged from 1.0 to 9.0, with higher numbers representing more desirable descriptions. To each respondent’s true score in the baseline condition was added some amount of random error, but no desirability bias. The amount of error added, however, was not constant across the trait continuum. Instead, it was highest near the middle of the 9-point trait scale, decreasing linearly as trait level approached either extreme (1 or 9). These aspects of our simulation procedure are evident in the scatter of points about the line shown in Figure 1 in the main text.

An error score (E) for a respondent was determined as a random deviate from the unit normal distribution (Z), which was then scaled by trait level (X) according to the following function:

\[ E = Z \times (1 - 0.25 \times |X - 5|). \]

Final Transformed Trait Score

The final baseline trait score for each respondent \((X^*)\) was computed as the true score \((X)\) on the trait plus the random error component \((E)\). Because the difference between the true score and the final trait score was entirely due to random error, the desirability component \((D)\) in the latter would therefore be

\[ D = 0. \]

Appendix B

Equations Underlying the SDR Models Illustrated in Figures 2, 3, and 5

All simulated personality trait scores for respondents ranged from 1.0 to 9.0, with higher numbers representing more desirable descriptions. To each respondent’s true score in each socially desirable responding (SDR) condition was added a constant of desirability bias, representing the modeled normative tendency to engage in SDR at that person’s level of trait, and some amount of random error, representing that individual’s personal deviation from the norm in SDR. In describing the derivation of these scores below, we use the following notation: X represents the original true scores on the trait, \(X^*\) represents the true scores with the desirability constant added, and \(X^\prime\) represents the true scores with the desirability constant plus the random individual-difference component added.

In the paragraphs that follow, we make reference to the relevant figures contained in the main text of this article where appropriate.

Figure 2 (Model 1)

Respondents with the lowest true scores on the trait (1.0) were raised by roughly 2 points in the desirable direction, on average. As true scores increased, less desirability bias was added, such that SDR was zero at the highest level of trait (9.0). The function relating the true trait score \((X)\) to the trait score with desirability bias added \((X^\prime)\), as illustrated by the straight line in Figure 2, was linear in form:

\[ X^\prime = 2.25 + 0.75X. \]

Figure 3 (Model 2)

Respondents with the lowest true scores on the trait (1.0) were raised by roughly 4 points in the desirable direction, on average. As true scores increased, less desirability bias was added, such that SDR was zero at the highest level of trait (9.0). The function relating the true trait score \((X)\) to the trait score with desirability bias added \((X^\prime)\), as illustrated by the straight line in Figure 3, was linear in form:

\[ X^\prime = 4.50 + 0.50X. \]

Figure 5 (Top-Left Panel)

Respondents with the lowest true scores on the trait (1.0) were raised by roughly 2 points in the desirable direction, on average. As true scores increased, the desirability bias added was fairly constant across trait levels, but declined rapidly to zero as trait scores reached their ceiling (see the main text). The function relating the true trait score \((X)\) to the trait score with desirability bias added \((X^\prime)\), as illustrated by the curved line in Figure 5 (top-left panel), was logistic in form:

\[ X^\prime = \frac{9.563}{1 + 3.336 \times e^{-0.432X}}. \]
Figure 5 (Top-Right Panel)

Respondents with the lowest true scores on the trait (1.0) were raised by roughly 4 points in the desirable direction, on average. As true scores increased, the desirability bias added was fairly constant across trait levels, but declined rapidly to zero as trait scores reached their ceiling (see the main text). The function relating the true trait score ($X$) to the trait score with desirability bias added ($X^*$), as illustrated by the curved line in Figure 5 (top-right panel), was logistic in form:

$$X^* = 9.119/(1 + 1.459 * e^{-0.539X}).$$

Figure 5 (Bottom-Left Panel)

Respondents with the lowest true scores on the trait (1.0) were raised by roughly 2 points in the desirable direction, on average. As true scores increased, less desirability bias was added until it passed through zero and became slightly negative at very high levels of trait (see the main text). The function relating the true trait score ($X$) to the trait score with desirability bias added ($X^*$), as illustrated by the curved line in Figure 5 (bottom-left panel), was sigmoidal in form:

$$X^* = (3.131 * 555.1 + 9.728 * X^{1.402})/(555.1 + X^{1.402}).$$

Figure 5 (Bottom-Right Panel)

Respondents with the lowest true scores on the trait (1.0) were raised by roughly 4 points in the desirable direction, on average. As true scores increased, less desirability bias was added until it passed through zero and became moderately negative at very high levels of trait (see the main text). The function relating the true trait score ($X$) to the trait score with desirability bias added ($X^*$), as illustrated by the curved line in Figure 5 (bottom-right panel), was sigmoidal in form:

$$X^* = (5.011 * 24,344.6 + 7.280 * X^{0.606})/(24,344.6 + X^{0.606}).$$

Individual Differences in SDR

For each SDR model, random error was added to each respondent’s desirability-modified true score so that not everyone at the same level of trait would show the same amount of desirability bias. This was intended to simulate real-world conditions where there are individual differences in the tendency to respond desirably at any given trait level. The amount of error added, however, was not constant across the trait continuum, being highest at the lowest level of trait and decreasing linearly as trait level increased. These aspects of our simulation procedure are evident in the scatter of points about the functions plotted in Figures 2, 3, and 5.

The error score ($E$) for each respondent was determined as a random deviate from the unit normal distribution ($Z$), which was then scaled by true trait level ($X$) according to the following function:

$$E = Z * (1.125 - 0.125X).$$

Final Transformed Trait Score

The final desirability-transformed trait score for each respondent ($X^*$) was computed as the person’s true score ($X$) plus the modeled desirability constant for his or her level of trait derived from the equations for $X^*$ above (i.e., $X^* - X$) plus the person’s individual deviation from the desirability norm ($E$) at that trait level. The total component of desirability bias in a person’s transformed trait score ($D$) would therefore be

$$D = X^* - X.$$
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